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C H A P T E R 1 9

Thinking in Working Memory

Robert G. Morrison

Introduction

It is not an accident that this discussion of
working memory is positioned near the cen-
ter of a volume on thinking and reasoning.
Central to higher-level cognitive processes
is the ability to form and manipulate men-
tal representations (see Doumas & Hummel,
Chap. 4). Working memory is the cogni-
tive construct responsible for the mainte-
nance and manipulation of information and
therefore is neccessary for many of the
types of complex thought described in this
book. Likewise, the development and fail-
ures of working memory are critical to un-
derstanding thought changes with develop-
ment (see Halford, Chap. 22) and aging (see
Salthouse, Chap. 24) as well as many types
of higher-level cognitive impairments (see
Bachman & Cannon, Chap. 21 ). In spite of
its obvious importance for thinking and rea-
soning, working memory’s role in complex
thought is just beginning to be understood.
In this chapter, we review several dominant
models of working memory, viewing them
from different methodological perspectives,

including dual-task experiments, individual
differences, and cognitive neuroscience.

Multiple Memory Systems?

Although the idea of separate primary mem-
ory is credited to William James (1 890),
Waugh and Norman (1965) and Atkinson
and Shiffrin (1968) developed the idea
of distinct primary (i.e., short-term) and
secondary (i.e., long-term) memory com-
ponents into defined models of the hu-
man memory system. These multicompo-
nent models of memory were supported
by observations from many different stud-
ies during the 1950s and 1960s. Perhaps the
most familiar justification for separate short-
term and long-term memory systems is the
serial position effect (e.g., Murdock, 1962).
During list learning, the most recently stud-
ied items show an advantage when tested
immediately – an advantage that goes away
quickly with a delay in test provided that
participants are prevented from rehearsing.
This recency effect is presumably the result
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Figure 1 9.1 . Atkinson and Shiffrin’s (1968) multicomponent memory model.

of quickly unloading short-term memory at
test. In contrast, the first items in the list
show an advantage that withstands a delay
period. This primacy effect presumably oc-
curs because these initial items have been
stored in long-term memory through prac-
tice. Conrad (1964) provided another im-
portant finding justifying distinct systems
when he observed that errors in short-
term remembering were usually phonolog-
ical whereas long-term memory was dom-
inated by semantic coding. This suggested
that rehearsal or storage systems were dif-
ferent between the two types of memory.
Yet another important finding was that, al-
though the capacity of long-term memory
was seemingly limitless, short-term mem-
ory as observed in a simple digit-span task
was of limited capacity (Miller, 1956) –
a finding confirmed using many other ex-
perimental paradigms. Lastly, around this
same era, neuropsychological evidence be-
gan to emerge suggesting that at least parts
of the short- and long-term memory systems
were anatomically distinct. Milner’s (1966)
famous amnesic patient, HM, with his long-
term memory deficits but preserved short-
term digit span, and Shallice and Warring-
ton’s (1970) patient, KF, with his intact
long-term memory but grossly impaired
digit span, presented a double dissociation
favoring at least partially distinct short- and
long-term memory systems. Atkinson and
Shiffrin’s (1968) memory model was typical
of models from the late 1960s with distinct
sensory, short-term, and long-term memory
stores (Figure 19.1 ). Short-term memory was
viewed as a short-term buffer for informa-
tion that was maintained by active rehearsal.
It was also believed to be the mechanism by

which information was stored in long-term
memory.

A Multi-component Working
Memory Model

While exploring the issues described in the
previous section, Baddeley and Hitch (1974)
proposed a model that expanded short-term
memory into the modern concept of working
memory – a term that has been used in several
different contexts in psychology.1 Baddeley
(1986) defined working memory as “a system
for the temporary holding and manipula-
tion of information during the performance
of a range of cognitive tasks such as com-
prehension, learning, and reasoning” (Ref. 3 ,
p. 34). In a recent description of his working-
memory model, Baddeley (2000) proposed
a four-component model (Figure 19.2), in-
cluding the phonological loop, the visuospa-
tial sketchpad, the central executive, and the
model’s most recent addition, the episodic

Figure 1 9.2 . Baddeley’s (2000) four-component
working memory model.
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buffer. This model has primarily been con-
ceptualized based on results from behav-
ioral dual-task paradigms and neuropsychol-
ogy. For instance, using behavioral methods,
Baddeley and Hitch (1974) reasoned that
they could identify the separable elements
of working memory by looking for task in-
terference. If you assume the various compo-
nents of working memory are capacity lim-
ited, then if the simultaneous performance
of a secondary task degrades performance
of a primary task, these two tasks must
tap a common limited resource – partic-
ularly if there exists another primary task
that is unaffected by performance of the sec-
ondary task and is affected by a different
secondary task that does not affect the first
primary task. Likewise, neuropsychological
evidence such as the existence of patients
with selectively disabled verbal (e.g., patient
KF, Shallice & Warrington, 1970) and visual
(e.g., de Renzi & Nichelli, 1975) digit span
suggested that verbal and visual working-
memory systems are somewhat separable
as well.

Using this type of methodology, Baddeley
has suggested that the phonological loop and
visuospatial sketchpad are modality-specific
slave systems that are responsible for main-
taining information over short periods of
time. The phonological loop is responsible
for the maintenance and rehearsal of infor-
mation that can be coded verbally (e.g., the
digits in a digit-span task). It is phonemi-
cally sensitive (e.g., Ted and Fred are harder
to remember than Ted and Bob), and its ca-
pacity is approximately equal to the amount
of information that can be subvocally cy-
cled in approximately 2 seconds. Baddeley
(1986) argues that these two characteris-
tics of verbal working memory are best ex-
plained by two components: (1 ) a phonologi-
cal store that holds all of the information that
is currently active and is sensitive to
phonemic interference effects and (2) an
articulatory loop that is used to refresh the
information via a process of time-limited
subvocal cycling. The articulatory loop
is specifically disrupted by the common
phonological loop secondary task, articula-
tory suppression (i.e., repeating a word or

H*
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no no
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yes yesyes yes

Figure 1 9.3 . The Brooks (1968) letter task.
Participants are to image a block letter and then
decide whether each corner of the letter is an
outside edge.

number vocally). Thus, verbal span is con-
strained by both the amount of information
to be maintained and the time that it takes
to rehearse it. In contrast to the phonologi-
cal loop, the visuospatial sketchpad has been
more difficult to describe. In a dual-task ex-
periment, Baddeley (1986) asked subjects to
simultaneously perform a pursuit rotor task
(i.e., track a spot of light that followed a
circular path with a stylus) while perform-
ing either a verbal or spatial memory task
previously developed by Brooks (1968; Fig-
ure 19.3). The verbal task required subjects
to remember a sentence (e.g., “A bird in hand
is not in the bush”) and scan through each
word deciding whether it was a noun or not.
The correct pattern of output for this exam-
ple would be: no, yes, no, yes, no, no, no, no,

yes. In the visual memory task, participants
are first shown a block letter with one corner
marked with an asterisk (Figure 19.3). They
are then asked to imagine the letter and, be-
ginning at the marked corner, judge whether
each corner is an outside corner or not. Thus,
in both the verbal and visual memory tasks,
participants are required to hold a modality-
specific object in memory and inspect it, an-
swering yes or no to questions about their
inspection. Baddeley found that the visual
memory task, but not the verbal memory
task, seriously degraded pursuit rotor track-
ing performance.

Logie (1995) has argued for a visual sim-
ilarity effect analogous to the phonemic
similarity effect used to support the phono-
logical store. Participants were visually
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presented strings of upper- and lowercase
letters (e.g., “KcPs” or “gBrQ”). Letters were
chosen based on the similarity of their lower
and uppercase characters. Thus Kk, Cc, Pp,
Ss were visually similar while Gg, Bb, Rr, Qq
were visually dissimilar. To discourage use of
the phonological loop to perform the task,
participants performed simultaneous articu-
latory suppression. After a retention period,
participants had to write down the letter
sequence in correct order and case. Logie
found that participants made significantly
more errors when the letter cases were vi-
sually similar. This finding suggests the ex-
istence of a visual store analogous to the
phonological store in the phonological loop.
It is possible that a visual rehearsal loop anal-
ogous to the articulatory loop exists; how-
ever, to date evidence is limited to introspec-
tive accounts of mnemonics. What is clear is
that both visual and spatial qualities of stim-
uli can be stored in the short term; how-
ever, the independence of systems responsi-
ble for visual and spatial memory is the topic
of much debate (see Logie, 1995).

The third component of Baddeley’s work-
ing memory model, the central executive,
was initially a catch-all for the working-
memory-processes necessary for certain cog-
nitive abilities that did not fit cleanly
into the phonological loop or visuospatial
sketchpad. This category included many
of the cognitive abilities discussed in this
book, including reasoning, problem solv-
ing, and language. For instance, Shallice and
Warrington’s (1970) patient KF had a dras-
tically degraded verbal span (i.e., two let-
ters) with relatively intact language compre-
hension. Believing that both of these abili-
ties required working memory, Baddeley and
Hitch (1974) reasoned that verbal span and
language comprehension must use separate
working-memory modules. To test this hy-
pothesis, they devised a short-term mem-
ory load task that balanced maintenance load
and time (Baddeley & Hitch, 1974). For in-
stance, a low-load condition might require
participants to remember three numbers,
outputting them every 2 seconds, while a
high-load condition might require partici-
pants to remember six numbers, outputting

them every 4 seconds. Participants per-
formed this secondary task while simulta-
neously performing a primary task involv-
ing auditory language comprehension. They
found that language comprehension only
suffered at high concurrent memory load
and not under lower memory load condi-
tions. At low memory load, participants had
sufficient resources to carry out the compre-
hension task; however, at high memory load
there were insufficient resources for lan-
guage comprehension. Adding the results of
this study to many other similar experiments
and the neuropsychological evidence from
patients like KF, Baddeley and Hitch postu-
lated that comprehension and digit span uti-
lizes separate modules of working memory
that taps a common resource pool.

Given the amorphous nature of the cog-
nitive tasks for which the central executive
was necessary, Baddeley (1986) initially em-
braced Norman and Shallice’s (1980; 1986)
concept of a Supervisory Attentional Sys-
tem as a model for the central executive.
Norman and Shallice suggested that most
well-learned cognitive functions operate via
schemata, or sets of actions that run auto-
matically. Although many schemata may be
shared by most individuals (e.g., driving a
car, dialing a telephone, composing a simple
sentence, etc.), additional schemata may be
acquired through the development of spe-
cific expertise (e.g., writing lines of com-
puter code, swinging a golf club, etc.). At
many times during an ordinary day, we must
perform more than one of these schemata
concurrently (e.g., talking while driving).
Norman and Shallice suggest that when we
must perform multiple schemata, their co-
ordination or prioritization is accomplished
via the semi-automatic Contention Scheduler
and the strategically controlled Supervisory
Attentional System. The Contention Sched-
uler uses priorities and environmental cues
(e.g., a car quickly pulls in front of me),
whereas the Supervisory Attentional System
tends to follow larger goals (e.g., convinc-
ing my wife that I’m a good driver). Thus,
when the car rapidly pulled in front of me,
I pressed the brake on the car and then pro-
ceeded to tell my wife how attentive I am
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while on the road. One important charac-
teristic of the Supervisory Attentional Sys-
tem as a model of the central executive was
that it was sensitive to capacity limits. Ac-
cording to Norman and Shallice, capacity
limits constrain thinking and action during
(1 ) complex cognitive processes such as rea-
soning or decision making; (2) novel tasks
that have not developed schemata; (3) life-
threatening or single, difficult tasks; and (4)
functions that require the suppression of
habitual responses.

Baddeley (1986) suggested that the Su-
pervisory Attentional System provided a
useful framework for understanding random
generation, a task frequently associated with
the central executive. In random genera-
tion, a participant is asked to generate a
series of random responses from a prede-
termined list (e.g., integers from 0 to 9,
for instance: 1 ,8,4 ,6,0,7,6, 8,4 ,5 ,6,1 ,2). Re-
sponse patterns from this task usually exhibit
two characteristics: (1 ) certain responses ap-
pear at much lower frequencies than oth-
ers (e.g, 3 or 9 did not appear whereas
1 ,4 ,6, and 8 appeared repeatedly) and (2)
stereotyped responses (e.g., 4 ,5 ,6 or 1 ,2)
are much more common than other equally
likely two- or three-number sequences (Bad-
deley, 1966). Baddeley suggested that the
higher-order goal of randomness is at odds
with the dominant schemata for the pro-
duction of numbers (i.e., counting). Thus,
random generation potently requires the ser-
vices of the Supervisory Attentional Sys-
tem to override or inhibit the dominant
schemata. When random number genera-
tion is performed with another working-
memory–intensive task, the resources avail-
able to the Supervisory Attentional System
(i.e., central executive) are in even more de-
mand and responses become more stereo-
typed (Baddeley et al., 1998).

Although the Supervisory Attentional
System describes an important ability that
underlies complex cognitive processes such
as language comprehension and problem
solving, it fails to offer a tenable account
of how, short of a homunculus, this direc-
tion would occur. Acknowledging this prob-
lem, Baddeley’s current model of the central

executive fractionates the central executive
in the hope that by understanding precisely
what the central executive does we might
learn how it does it. Baddeley (1996) sug-
gested four arguably distinct central exec-
utive functions: “(1 ) the capacity to coor-
dinate performance on two separate tasks,
(2) the capacity to switch retrieval strategies
as reflected in random generation, (3) the
capacity to attend selectively to one stimu-
lus and inhibit the disrupting effect of oth-
ers, and (4) the capacity to hold and ma-
nipulate information in long-term memory,
as reflected in measures of working memory
span” (Ref. 4 , p. 5). Thus, Baddeley argued
that the central executive is important for
task switching, inhibition of internal repre-
sentations or prepotent responses, and the
activation of information in long-term mem-
ory during an activity that requires the active
manipulation of material. In comparison to
the slave systems, relatively little attention
has been paid to the central executive utiliz-
ing dual-task methodologies.

The last and most recently added compo-
nent of Baddeley’s working-memory model
is the episodic buffer. One problem encoun-
tered by a modal working-memory model is
the need for integration. How can a com-
plex problem requiring the integration of
information across modalities be solved if
all the information is being held in sepa-
rate distinct buffers? This binding problem,
whether it is binding information within
a modality or across modalities, is one of
the central challenges for a working-memory
system capable of high-level cognition (see
Doumas & Hummel, Chap. 4). To address
this issue, Baddeley (2000) has proposed
a third type of buffer that uses a multidi-
mensional code. Thus, this buffer can main-
tain information from several modalities that
has been bound together by the central ex-
ecutive. Fuster, Bodner, and Kroger (2000)
have found evidence of the existence of neu-
rons in prefrontal cortex that seem to be re-
sponsible for this type of function. Another
important function of the episodic buffer
is serving as a scratchpad for the develop-
ment of new mental representations during
complex problem solving. There are many



P1 : GFZ/KAB P2 : GFZ-KOD
0521824176main.xml CB798B/Holyoak 0 521 82417 6 February 2 , 2005 2 :22

462 the cambridge handbook of thinking and reasoning

examples of situations requiring the func-
tions ascribed to the episodic buffer, but the
methods for studying such a resource utiliz-
ing the task-interference paradigm are still
under development.

Embedded-Processes
Working-Memory Model

Although Baddeley’s multi-component
working-memory model has dominated
the field for much of the past thirty years,
there are alternative conceptions of work-
ing memory. Cowan (1988, 1995) has
proposed a model that tightly integrates
short- and long-term memory systems
with attention. In his Embedded-Processes
working-memory model (Figure 19.4),
Cowan defines working memory as the set
of cognitive processes that keep mental
representations in an easily accessible state.
Within this system, information can either
be within the focus of attention, which
Cowan believes is capacity limited, or
in active memory, which Cowan suggests
is time limited. The focus of attention is
similar to James’s (1 890) concept of primary
memory and is equated to the information
that is currently in conscious awareness. In
contrast, active memory, a concept similar
to Hebb’s (1949) cell assemblies or Ericsson
and Kintsch’s (1995) long-term working
memory, refers to information that has
higher activation either from recently being
in the focus of attention or through some
type of automatic activation (e.g., priming).
In the Embedded-Processes model, a central
executive, somewhat similar to Norman
and Shallice’s (1980, 1986) Supervisory
Attention System, is responsible for bring-
ing information into the focus of attention
while an automatic recruitment of attention
mechanism can bring information into
active memory without previously having
been in the focus of attention.

A critical distinction between Cowan’s
Embedded-Processes model and Baddeley’s
multi-component model is how the two
models deal with the topic of maintenance of

information. As previously discussed, Bad-
deley hypothesizes modality-specific buffers
for the short-term storage of information
that coordinate with the Episodic Buffer,
which is responsible for storing integrated in-
formation. In contrast, Cowan suggests that
information is maintained in working mem-
ory simply by activating its representations
in long-term memory via short-term – spe-
cific neurons in the prefrontal or parietal cor-
tices. This latter view suggests that informa-
tion from different modalities will behave
differently to the extent that they are coded
differently in long-term memory, a view
somewhat at odds with findings of phonolog-
ical errors in short-term memory tasks and
semantic errors in long-term memory tasks.
Cowan counters this objection by noting
that different codes are used in the storage of
information in long-term memory and, de-
pending on the nature of the task, different
codes are likely to be more important. Like-
wise, Baddeley has argued that short-term
and long-term memory systems are distinct
based on neuropsychological evidence sug-
gesting that short-term and long-term sys-
tems can be dissociated and therefore must
be distinct systems. This argument, how-
ever, relies to some extent on the belief that
the individual short- and long-term systems
are anatomically unitary, an assumption that
seems unlikely given recent evidence from
cognitive neuroscience. Fuster has argued,
based on results from single-cell recording
in nonhuman primates, that neurons in pre-
frontal cortex are responsible for maintain-
ing information in working memory (Fuster
& Alexander 1971 ); however, disrupting cir-
cuits between this area and more poste-
rior or inferior regions associated with long-
term storage of information can also result
in working-memory deficits (Fuster, 1997).
Recent evidence from electrophysiology in
humans seems to confirm that areas in pre-
frontal cortex and areas associated with long-
term storage of information are temporally
coactive during working-memory tasks (see
Ruchkin et al., 2003 , for a review).

A second important distinction be-
tween Baddeley’s multi-component
working-memory model and Cowan’s
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Figure 1 9.4. Simplified diagram of Cowan’s (1988) Embedded-Processes Model.

Embedded-Processs model is modality
specificity. Specifically, Baddeley has pro-
posed independent modules within working
memory for maintaining information from
different modalities (e.g., visual or verbal).
In contrast, Cowan suggests only a domain-
general central executive that, in turn, can
activate networks for various modalities of
information stored in long-term memory.
Baddeley also proposes a domain-general
central executive, so the main distinction
between the models is whether information
to be maintained in working memory is
loaded into domain-specific buffers or
whether it is simply activated in long-term
memory. From our earlier discussion, there
seems to be no doubt that it is easier to
maintain a certain quantity of information
across several modalities than to maintain
the same amount of information within just
a single modality. Although this observation
does not necessitate independent buffers, it
does suggest that capacity limitations may
be somewhat domain-specific.

Reasoning and Working Memory:
Using the Task-Interference Paradigm

Although the task-interference paradigm
has been very useful in exploring working

memory slave systems, relatively little has
been done using this technique to study
high-level cognition or the central executive.
Central to high-level cognitive processes is
the ability to form and manipulate men-
tal representations. Review of the functions
of the central executive in either Baddeley
or Cowan’s models suggests that the cen-
tral executive should be critical for thinking
and reasoning – a hypothesis that has been
confirmed in several studies. In their semi-
nal work on working memory Baddeley and
Hitch (1974) asked participants to perform
a reasoning task in which they read a sim-
ple sentence containing information about
the order of two abstract terms (i.e., A and
B). Their task was to judge whether a let-
ter sequence presented after the sentence
reflected the order of the terms in the state-
ment. For instance, a TRUE statement would
be “A not preceded by B” followed by AB
(Ref. 7, p. 50). Baddeley and Hitch varied the
statements with respect to statement voicing
(i.e., active or passive), negation, and verb
type (i.e., precedes or follows). They found
that low concurrent memory loads (i.e., one
to two items to remember) had no effect on
reasoning accuracy or response time; how-
ever, high concurrent memory load (i.e., six
items to remember) had a reliable effect on
response time. Depending on the empha-
sis of the instructions used, they found that
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the decrement in performance was either
in the reasoning task or the memory task.
There was no statistical interaction between
concurrent memory and the reasoning task
difficulty.

Several other researchers have investi-
gated how working memory is important for
deductive reasoning. Gilhooly et al. (1993),
utilizing methods similar to Baddeley and
Hitch, asked participants to perform ver-
bal syllogisms (Evans, Chap. 8, for a de-
scription of syllogistic reasoning) of varying
levels of complexity. In a first experiment,
participants either viewed the premises of
the syllogisms visually, all at once, or heard
the premises read one at a time. Gilhooly
et al. hypothesized that verbal presentation
would result in a higher working-memory
load because participants would have to
maintain the content of the premises before
they were able to solve the problem. They
found this result: Participants made more er-
rors in the verbal condition than in the vi-
sual condition. An error analysis indicated
that the errors made were the result of not
remembering the premises correctly, not er-
rors made in the process of integration of in-
formation between premises. In a second ex-
periment, they had participants perform the
syllogism task visually while performing one
of three different secondary tasks. They
found that only random number generation
interfered with performance of syllogisms.
Gilhooly et al. concluded that the central
executive is critical for relational reason-
ing and the phonological loop (as interfered
with by articulatory suppression) may be
involved to a lesser extent. They also con-
cluded that the visuospatial sketchpad, as
interfered with by spatial tapping (i.e., tap-
ping a fixed pattern with the fingers), was not
important for performing verbal syllogisms
and thus argued against models of reason-
ing that are at least in principle dependent
on involvement of visual working memory
(e.g., Kirby & Kosslyn, 1992 ; Johnson-Laird,
1983). In a similar study, Toms, Morris, and
Ward (1993) found no evidence that a vari-
ety of secondary tasks loading on either the
phonological loop or visuospatial sketchpad

had any effect on either reasoning accuracy
or latency. Of the secondary tasks they used,
only a high concurrent memory load (i.e., six
digits) affected reasoning performance, and
this effect appeared to be limited to difficult
syllogisms.

Klauer, Stegmaier, and Meiser (1997) had
participants perform syllogisms and spatial
reasoning tasks that involved transitive in-
ference (see Halford, Chap. 22 , for a de-
scription of transitive inference tasks). The
spatial reasoning problems varied in com-
plexity from simple transitive inference (e.g.,
“The circle is to the right of the trian-
gle. The square is to the left of the tri-
angle.” See Ref. 44 , p. 1 3) to more com-
plicated transitive inference problems that
required greater degrees of relational inte-
gration. Klauer et al. had participants per-
form a visual tracking task (i.e., follow
one object on a screen filled with distrac-
tor objects) while listening to the premises
of the reasoning problems. They found
that this visuospatial secondary task inter-
fered with spatial reasoning but had little
effect on syllogism performance. In another
experiment, Klauer et al. presented syllo-
gisms or spatial reasoning problems either
auditorally (as in the previous experiment)
or visually on a computer screen. While
performing these primary tasks, participants
performed random generation either ver-
bally or spatially, by pressing keys in a ran-
dom pattern. They found that both forms of
random generation affected both syllogism
and spatial reasoning performance; however,
spatial random generation caused somewhat
less interference than verbal random gener-
ation – a finding consistent with Baddeley et
al.’s (1998) extensive study of random gen-
eration. In their final experiment, Klauer et
al. found that articulatory suppression (i.e.,
counting repeatedly from 1 to 5) had a mild
effect on syllogism and spatial reasoning la-
tencies. Overall, Klauer et al. found evidence
for involvement of the central executive (as
interfered with by random generation) and
somewhat less interference by slave system
tasks consistent with the modality of the rea-
soning task.
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Unlike the examples of deductive and
spatial reasoning we discussed previously,
analogical reasoning frequently requires the
extensive retrieval of semantic information
in addition to the relational processing char-
acteristic of all types of reasoning (see
Holyoak, Chap. 6, for a detailed discussion
of analogical reasoning). Waltz et al. (2000)
had participants perform an analogical rea-
soning task while performing one of several
secondary tasks. In the analogical reasoning
task (adapted from Markman & Gentner,
1993), participants studied pairs of pictures
of scenes with multiple objects (see Figure
6.3 in Holyoak, Chap. 6). For instance, one
problem showed a boy trying to walk a dog
in one picture while the companion picture
showed a dog failing to be restrained by a
leash tied to a tree. Participants were asked to
study each picture and pick one object in the
second picture that “goes with” a target ob-
ject in the first picture. In the example prob-
lem in Figure 6.3 , the man in the first picture
is a featural match to the boy in the second
picture while using an analogy the boy is a
relational match to the tree in the second
picture. Participants were simply asked to se-
lect one object; they were thus free to com-
plete the task based on either featural sim-
ilarity or make an analogical mapping and
inference, answering based on relational sim-
ilarity. Waltz et al. found that participants
who maintained a concurrent memory load
or performed verbal random number gener-
ation or articulatory suppression (i.e., saying
the word “the” once each second) gave fewer
relational responses than a control group not
performing a dual task. In a recent extension
with this task, my lab replicated Waltz et al.’s
articulatory suppression finding (i.e., saying
the English nonword “zorn” once each sec-
ond) and also found a similar effect for a vi-
suospatial working-memory dual task (man-
ually tapping a simple spatial pattern).

In the previous studies, the extent of in-
terference with the analogy task was similar
for both central executive (concurrent mem-
ory load and verbal random number gen-
eration) and slave system (articulatory sup-
pression and spatial tapping) dual tasks. One

explanation of these results is that analogical
reasoning is more resource demanding than
the deductive and spatial reasoning tasks
previously discussed, and thus even the slave
system tasks cause significant interference.
Another possibility is that analogical reason-
ing places greater demands specifically on
the modality-specific slave systems of work-
ing memory than other forms of relational
reasoning. To investigate this issue, Morri-
son, Holyoak, and Truong (2001 ) had par-
ticipants perform either a verbal or visual
analogy task, while performing articulatory
suppression (i.e., saying the nonword “zorn”
once a second), spatial tapping (i.e., touch-
ing one of four red dots each second in a
predetermined pattern), or verbal random
number generation. In the verbal analogy
task, participants verified verbal analogies,
such as BLACK:WHITE::NOISY:QUIET,
answering either TRUE or FALSE via a floor
pedal. In the visual analogy task, participants
performed Sternberg’s (1977) People Pieces
analogy task. In this task, participants ver-
ify whether the relational pattern of charac-
teristics between two cartoon characters is
the same or different than between a sec-
ond pair of characters. Morrison, Holyoak,
and Truong found that, for verbal analogies,
articulatory suppression and verbal random
number generation resulted in an increase in
analogy error rate, whereas only verbal ran-
dom number generation increased analogy
response time for correct responses. Spatial
tapping had no reliable effect on verbal anal-
ogy performance. In contrast, for visual anal-
ogy, both spatial tapping and verbal random
number generation resulted in more analogy
errors, whereas only random generation in-
creased analogy response time. Articulatory
suppression had no reliable effect on visual
analogy performance. Thus, there seems to
be a modality-specific role for working mem-
ory in analogical reasoning.

In summary, all of the reasoning tasks
described in the previous section are inter-
fered with by dual tasks considered to tap
the central executive (e.g., random number
generation or concurrent memory load).
The deductive reasoning tasks reported
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require the manipulation and the alignment
of premises that are provided in the prob-
lem. In addition to these operations, analog-
ical reasoning may require the reasoner to
retrieve information from semantic memory
(e.g., the relations that bind the terms in the
analogy) and then map the resulting rela-
tional statements (and in some cases make
an inference that requires retrieving a term
that completes the analogy).

To evaluate the extent that working-
memory resources are necessary for seman-
tic memory retrieval and relational binding,
my lab went on to examine the compo-
nent processes in working memory is neces-
sary for analogical reasoning. We wondered
whether working memory is necessary for
the simple process of relational binding or
only becomes necessary when multiple rela-
tions need to be maintained and compared
during the analogical mapping process. To
address this question, we used the stim-
uli from the verbal analogy task but simply
asked participants to verify relational state-
ments instead of comparing two of them as
in the analogy task. Thus, participants would
respond TRUE to a statement like “black is
the opposite of white” and FALSE to the
statement “noisy is the opposite of nois-
ier.” As in the verbal analogy task, articula-
tory suppression and verbal random number
generation affected performance with spa-
tial tapping also having a smaller, but reli-
able effect. Thus, relational binding, not just
maintenance and mapping, require use of
the working-memory system, including the
modality-specific slave systems.

Individual Differences in
Working Memory

An alternative to Baddeley’s dual-task me-
thodology uses individual differences to
study working memory. Daneman and Car-
penter (1980) first used this approach to
investigate how working memory was in-
volved in language comprehension. They de-
veloped a reading span task that required
subjects to read several sentences and then

later recall the last word of each sentence in
the correct order. The participant’s span is
typically defined as the maximum-sized trial
with perfect performance. This measure cor-
related relatively well with individuals’ read-
ing comprehension ability. Unlike a simple
short-term memory-span task, the working-
memory–span task required the subjects to
do a more complex task while also remem-
bering a list of items. In this way, the span
task is believed to tap both the mainte-
nance (slave system) and manipulation (cen-
tral executive and episodic buffer) aspects
of working memory. Other span tasks have
been developed to vary the nature of the
task that participants perform and what
they maintain. For example, Turner and En-
gle (1989) asked participants to solve sim-
ple arithmetic problems and then remem-
ber a word presented at the end of each
problem. In the n-back task (Figure 19.5 ;
Smith & Jonides, 1997 for a complete de-
scription), the manipulation task is changed
to having to continuously update the set
of items. Using this approach, researchers
have found working-memory capacity to be
an important predictor of performance in a
broad range of higher cognitive tasks, includ-
ing reading comprehension (Daneman &
Carpenter, 1980), language comprehension
(Just & Carpenter, 1992), following direc-
tions (Engle, Carullo, & Collins, 1991 ), rea-
soning (Carpenter, Just, & Shell, 1990; Kyllo-
nen & Christal, 1990), and memory retrieval
(Conway & Engel, 1994).

Researchers using working-memory-span
measures typically measure participants’
working-memory span using one or more
measures and then use this to predict per-
formance on another task. A high correlation
suggests that working memory is an impor-
tant target for the task. More sophisticated
studies collect a variety of other measures of
information processing ability (e.g., process-
ing speed or short-term memory span) and
use either multiple regression or structural
equation modeling to determine whether
these various abilities are separable with
respect to the target task. Engle and his
collaborators (Engle, Kane, & Tuholski,
1999; Kane & Engle, 2003b; see also
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Figure 1 9.5 . The n-back task. Participants see a stream of letters, numbers, or
symbols and have to continuously answer whether the current item was the
same as the item presented “n-back” in the stream. This task requires
maintenance of the current in-set item and continuous updating of this set – an
ability considered to be manipulation of the set.

Salthouse, Chap. 24) have used this ap-
proach to argue that, although working-
memory-span and short-term-memory-span
tasks share much variance, it is working-
memory capacity that best predicts higher
cognitive performance as measured by tasks
such as the Ravens Progressive Matrices (see
Figure 19.6).

Kane and Engle believe that the ability
measured by a working-memory-span task
once simple maintenance is stripped away is
best described as controlled attention. They
have argued that working-memory capacity
is a good predictor of task performance in
tasks that (a) require maintenance of task
goals, (b) require scheduling competing ac-
tions or responses, (c) involve response com-
petition or (d) involve inhibiting informa-
tion irrelevant to the task (Engle, Kane, &
Tuholski, 1999). This list is very similar to
the functions that Baddeley (1996) attribu-
tes to the central executive. Obviously, these
are the types of cognitive processes that

are omnipresent in high-level cognition.
They are also the types of cognitive abil-
ities necessary to perform traditional tests
of fluid or analytical intelligence such as
the Ravens Progressive Matricies (1938),
leading researchers to hypothesize that
working-memory capacity is the critical
factor that determines analytical intelli-
gence (see Kane & Engle, 2003a; Sternberg,
Chap. 31 ).

The Where, What, and How
of Working Memory and Thought

So far, we have suggested that there are
at least two important aspects of working
memory for human thinking – a modality-
specific maintenance function that is ca-
pable of preserving information over short
periods of time and a manipulation or at-
tentional control function that is capable
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Figure 1 9.6. Structural Equation Model of the relationship of working memory and short-term
memory and their role in analytic problem solving and intelligence. From Engle, Kane, and Tuholski
(1999).

of activating, operating, and updating this
information during conscious thought. Re-
cently, cognitive neuroscientists have de-
voted much effort to answering the question
of where in the brain these working mem-
ory mechanisms operate. This topic is be-
yond the scope of this chapter [see Goel,
Chap. 20, for a more detailed treatment of
the cognitive neuroscience of problem solv-
ing and Chein, Ravizza, and Fiez (2003) for
a recent appraisal of the ability of Baddeley
and Cowan’s models to account for recent
neuroimaging findings]; however, we know
that at least several areas of the prefrontal
and parietal corticies are critical for these
functions. Although these areas may be spe-
cific to working memory, there is mount-
ing evidence from both electrophysiology
and functional magnetic resonance imaging
(fMRI) that working memory is the result
of activation of networks involving many
brain regions.2 A more interesting question
than where, is how working memory op-
erates thinking. Unfortunately, much less
attention has been given to this question;
however, several of the computational ap-
proaches outlined in this book begin to ad-
dress this topic.3

It is the belief of many of the authors in
this volume that high-level cognition is in-
trinsically relational in nature, a position long
argued by many scientists (see Fodor and
Pylyshyn, 1988; Spearman, 1923). In this
account, one critical function for working
memory to accomplish is the flexible binding
of information stored in long-term memory.
Working memory must also be able to nest
relations to allow more complex knowledge
structures to be used. Halford (Chap. 22) has
referred to this factor as relational complexity.
As the relational complexity of a particular
problem increases, so do the demands placed
on working memory. Goals are a particu-
lar subclass of relations that are especially
important in deductive reasoning (see Goel,
Chap. 20). Maintaining the complex goal hi-
erarchies (high relational complexity) nec-
essary for solving complex problems such as
those encountered in chess or in tasks such
as the Ravens Progressive Matrices or the
Tower of Hanoi makes great demands on
the working memory system (see Lovett &
Anderson, Chap. 1 7; Carpenter, Just, &
Shell, 1990; Newman et al., 2003). Most
work directed at understanding how the
brain implements working memory has
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focused on relatively simple tasks in which
processing of relations is minimal.

The ways in which the brain’s distributed
architecture is used to process problems
that require relation flexibility and relational
complexity have just begun to be explored
(see Christoff & Gabrieli, 2000; Christoff et
al., 2001 ; Morrison et al., 2004 ; Prabhakaran
et al., 2000; Waltz et al., 1999). Hum-
mel and Holyoak’s (1997, 2003 ; see also
Doumas & Hummel, Chap. 4) LISA model
solves the binding problem created by the
need for the flexible use of information in
a distributed architecture. The LISA model
dynamically binds roles to their fillers in
working memory by temporal synchrony of
firing. This allows the distributed informa-
tion in long-term memory to be flexibly
bound in different relations and for the sys-
tem to appreciate that the various entities
can serve different functions in different re-
lations and relational hierarchies. It is possi-
ble that one role of the prefrontal cortex is to
control this synchrony process by firing the
distributed network of neurons representing
the actual fillers in long-term memory (see
Doumas & Hummel Chap. 4 , and Morrison
et al., 2004 , for a more detailed account of
this approach). Although no direct evidence
exists for synchrony of binding in high-level
relational systems, several studies in animals
(e.g., Gray et al., 1989) and in humans (e.g.,
Müller et al., 1996; Ruchkin et al., 2003)
suggest that synchrony may be an important
mechanism for other cognitive processes im-
plemented in the brain. This type of sys-
tem is also consistent with Baddeley’s (2000)
concept of an episodic buffer that binds in-
formation together in working memory.

Implicit in a working-memory system ca-
pable of handling relations is not only the
ability to precisely activate information in
long-term memory but also the ability to
deactivate or inhibit it. Consider the simple
analogy problem:

BLACK:WHITE::NOISY: ? (1 ) QUIET
(2) NOISIER

If the semantic association between NOISY
and NOISIER is stronger than that between

NOISY and QUIET, the correct relational
response, QUIET, may initially be less active
because of spreading activation in memory
than the distractor item, NOISIER. Thus,
during reasoning, it may be necessary to in-
hibit information that is highly related but
inconsistent with the current goal (Morri-
son et al., 2004). This function of work-
ing memory has also been ascribed to the
prefrontal cortex (see Kane & Engle, 2003b
and 2003a; Miller & Cohen, 2001 ; and Shi-
mamura, 2000, for reviews). Many complex
executive tasks associated with frontal lobe
functioning (e.g., Tower of Hanoi or Lon-
don, Analogical Reasoning, Wisconsin Card
Sorting) have important inhibitory compo-
nents [Miyake et al., 2000; Morrison et al.,
2004 ; Viskontas et al. (in press), and Welsh,
Satterlee-Cartmell, & Stine, 1999]. Shima-
mura (2000) suggested that the role of pre-
frontal cortex is to filter information dynam-
ically – a process that requires the use of
both activation and inhibition to keep infor-
mation in working memory relevant to the
current goal. Miller and Cohen (2001 ) ar-
gued that “the ability to select a weaker, task-
relevant response (or source of information)
in the face of competition from an otherwise
stronger, but task-irrelevant one [is one of
the most] fundamental aspects of cognitive
control and goal-directed behavior” (Ref. 48,
p. 1 70) and is a property of prefrontal cortex.
More generally, many researchers believed
that inhibition is an important mechanism
for complex cognition (see Dagenbach &
Carr, 1994 ; Dempster & Brainerd, 1995 ; and
Kane & Engle, 2003a, for reviews) and that
changes in inhibitory control may explain
important developmental trends (Bjorklund
& Harnishfeger, 1990; Hasher & Zacks, 1988;
Diamond, 1990) and individual differences
(Dempster, 1991 ; Kane & Engle, 2003a,
2003b) in complex cognition.

Conclusions and Future Directions

Working memory is a set of central processes
that makes conscious thought possible. It
flexibly provides for the maintenance and
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manipulation of information through both
activation and inhibition of information re-
trieved from long-term memory and newly
accessed from perception. Relations are crit-
ical to thought and the working-memory sys-
tem therefore must provide for the flexible
binding of information. It also allows the
problem solver to maintain goals that allow
successful navigation of single problems but
also allows for integration of various parts of
larger problems. Working-memory capacity
is limited, and this is an important individ-
ual difference that affects and perhaps even
determines analytic intelligence. We know
that working memory is critically dependent
on prefrontal cortex functioning, but likely
involves the successful activation and inhi-
bition of large networks in the brain. Main-
tainence of information in working mem-
ory tends to be somewhat modality specific;
however, attentional resources typically as-
cribed to a central executive tend to be
more modality independent and allow for
the connection of information from differ-
ent modalities.

The future of working memory research
resides in better understanding how these
processes operate in the brain. Computa-
tional approaches allow researchers to make
precise statements about functional pro-
cesses necessary for a working-memory sys-
tem to perform thinking and can provide
useful predictions for evaluation with cogni-
tive neuroscience methods. Whereas much
effort has been placed on understanding
where working memory resides in the cor-
tex, much less attention has focused on how
it functions. Understanding the neural pro-
cesses underlying working memory will al-
most certainly require tight integration of
methods that provide good spatial localiza-
tion (e.g., fMRI) and good temporal informa-
tion (e.g., electrophysiology) in the brain.
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Notes

1 . The term “working memory” was originally
used to describe rat behavior during radial arm
maze learning [see Olton (1979) for a de-
scription of this literature). It was also used
by Newell and Simon (1972)] to describe the
component of their computational models that
holds productions – that is, operations that
the model must perform (see also Lovett and
Anderson, Chap. 1 7).

2 . Fuster (1997) has long argued for this approach
to working memory based on electrophysiolog-
ical and cortical cooling data from nonhuman
primates. In Fuster’s model, neurons in pre-
frontal cortex drive neurons in more posterior
brain regions that code for the information to
be activated in long-term memory. This per-
spective is also consistent with Cowan’s (1988)
Embedded-Processes model. See also Chein,
Ravizza, and Fiez, 2003 .

3 . Both ACT (Lovett and Anderson, Chap. 1 7)
and LISA (Doumas and Hummel, Chap. 4)
provide accounts of how working memory may
be involved in higher-level cognition. These
theories and computational implementations
provide excellent starting points for investi-
gating how the brain actually accomplishes
high-level thought. An excellent edited vol-
ume by Miyake and Shah (1999) reviews many
of the traditional computational perspectives
on working memory.
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